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ABSTRACT

Robotic systems often operate with uncertainties in their dynamics, for example, unknown inertial properties. Broadly, there are two approaches for controlling uncertain systems: design robust controllers in spite of uncertainty, or characterize a system before attempting to control it. This paper proposes a middle-ground approach, making trajectory progress while also accounting for gaining information about the system. More specifically, it combines excitation trajectories which are usually intended to optimize information gain for an estimator, with goal-driven trajectory optimization metrics. For this purpose, a measure of information gain is incorporated (using the Fisher Information Matrix) in a real-time planning framework to produce trajectories favorable for estimation. At the same time, the planner receives stable parameter updates from the estimator, enhancing the system model. An implementation of this learn-as-you-go approach utilizing a Unscented Kalman Filter (UKF) and Nonlinear Model Predictive Controller (NMPC) is demonstrated in simulation. Results for cases with and without information gain and online parameter updates in the system model are presented.
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1. INTRODUCTION

Complete characterization of a system is often needed to conduct precise tasks like maneuvering in cluttered or sensitive environments, or performing close proximity operations such as docking. Such tasks are especially important for robotic spacecraft operations, where executing trajectories accurately is important, as is characterizing an unknown system, for example, after grappling unknown targets. In the literature, parameter identification methods used for spacecraft involve offline calculation of excitation trajectories that make the parameters observable [12], [1], [3]. However, a pre-computed trajectory might not be feasible for robots operating in dynamic environments, like a free-flying robot transporting payload onboard a manned space station. It can also be undesirable to halt the system’s operation for the identification process to be performed. Further, there are potential performance improvements from having better parameter estimates available, faster.

To that end, this paper presents a framework for joint operation of the estimator and the planner, such that excitation trajectories (“richness”) are combined with trajectory optimization in a real-time fashion [11], [18], resulting in a weighting of information gain when parameter estimation is desired. Due to this real-time capability, the estimates can be incorporated by the planner on-the-fly, resulting in more precise execution. When sufficient confidence in the estimates is attained, the fast receding horizon planner allows the excitation trajectory to gradually blend into a quadratic-weighted optimal trajectory.

This approach is well-suited in the context of certain space robotics applications like free-flying grappling of
unknown targets. The novelty of this approach is that the robot’s primary tasks can be performed concurrently with the identification process. In most parameter identification methods proposed in the literature, not only are excitation trajectories planned offline, but calibration is carried out exclusively—updating the controller model with the new estimates is not addressed. Other planning approaches (e.g. robust control) assume bounded uncertainty and provide guarantees within this uncertainty bound, but they do not address parameter estimation. [8] [13] Adaptive control does self-tune or adapt parameters online, but these methods track a reference trajectory or operating point rather than performing real-time planning and require trajectory “richness” for adaptation. [14] [16]

The paper is structured as follows: Section 2 explains the fundamental problem, while Section 3 presents details regarding the proposed solution, like the planning algorithm and information weighting. Section 4 elaborates on the simulation conditions under which the proposed algorithm was tested. The results of these simulation tests are provided in Section 5. Concluding remarks and possible extensions of this work are provided in Section 6.

2. PROBLEM FORMULATION

A robotic system with state \( x \in \mathbb{R}^{n \times 1} \) and uncertain parameters \( \theta \in \mathbb{R}^{j \times 1} \) is initially positioned at state \( x_0 \). A goal region \( X_g \) is specified (green dot in Figure 3). (For a rigid body system, \( \theta \) may include: mass, moments and products of inertia, and center of mass.) The dynamics and measurement model of the system are specified (equations (1) and (2), respectively). The aim is to plan a trajectory respecting constraints while minimizing a cost function \( J \), formally stated in equation (11), by selecting optimal inputs to the dynamic system, \( u_i \in u \in \mathbb{R}^{k \times 1} \). [9]

The problem of combining information gain with goal-driven planning by considering a robot with uncertain model parameters (e.g. a docked satellite) must be solved by: incorporating a measure of information gain; adapting parameters; adjusting information gain weighting; and performing real-time computation of \( u_i^* \). At a high level, these components interact as shown in Figure 2. The aim is to not only control the satellite to reach the goal position despite this uncertainty, but also to learn the system parameters while tracking a path towards the goal. Common sensor fusion algorithms combine measurements from different sensors to produce estimates of \( x \). It is assumed that these estimates are available for use by the controller and the parameter estimator.

3. APPROACH

This work proposes combining the excitation that is obtained via offline excitation trajectories with traditional goal-oriented model predictive control. The result is a real-time planning framework that adds excitation to goal-achieving trajectories in order to characterize the system to satisfaction during useful motion. The Fisher information matrix is used as a measure of the information content, and a receding horizon planner is used for real-time planning in combination with a parameter estimator. Three key advantages are obtained:

- Inclusion of excitation in goal-achieving trajectories
- Update of (more accurate) parameters on-the-fly
- Continual replanning for trajectory deviation

Figures 4 and 5 detail each of these advantages. This section provides an overview of the planning algorithm and its components for a general system.

3.1. The Fisher Information Matrix

Fisher information is a measure of the amount of information provided by the measurements on the unknown parameters. The Cramér-Rao Lower Bound (CRLB) gives a theoretical lower bound on the expected uncertainty of the parameter estimates. For an unbiased estimator, the CRLB is the inverse of the Fisher information matrix (FIM) [2]. If the information content is maximized, for instance, by maximizing any norm of the FIM, then it would also correspond to minimizing the lower bound on the variance of the estimates. Wilson et al. address using the FIM for excitation in [19]. The FIM is additive across time steps, and is at least positive semi-definite. The FIM has been used to maximize information in applications such as target localization [10] and recently real-time active parameter estimation [18].

3.2. Calculation of the FIM

Let the process and measurement models of the system be represented as:

\[
\dot{x} = f(x, u, \theta) + w_x \quad (1)
\]

\[
\dot{y} = h(x, u, \theta) + w_y \quad (2)
\]
where the state vector is $x$, the vector of the measured quantities is $y \in \mathbb{R}^{m \times 1}$, and $\theta$ is the vector that contains the parameters to be estimated, with covariance $P \in \mathbb{R}^{l \times l}$. The process noise $w$, and measurement noise $\nu$, are assumed zero mean Gaussian, with covariances $C \in \mathbb{R}^{m \times m}$ and $\Sigma \in \mathbb{R}^{m \times m}$, respectively. By definition, the FIM can be found as:

$$F = E \left\{ \left[ \frac{\partial}{\partial \theta} \ln [p(y|\theta)] \right] \left[ \frac{\partial}{\partial \theta} \ln [p(y|\theta)] \right]^T \right\}$$  \hspace{1cm} (3)$$

Assuming that there is no process noise in the parameter model, i.e., $\theta(t_{i+1}) = \theta(t_i)$, and due to the Gaussian nature of the measurement noise, over time $t_0$ to $t_f$ (3) reduces to:

$$F = \sum_{i=0}^{f} H(t_i)^T \Sigma^{-1} H(t_i)$$  \hspace{1cm} (4)$$

where

$$H(t_i) = \frac{\partial h(x(t_i), u(t_i), \theta)}{\partial \theta} + \frac{\partial h(x(t_i), u(t_i), \theta)}{\partial x} \cdot \frac{\partial x(x(t_i), u(t_i), \theta)}{\partial \theta}$$  \hspace{1cm} (5)$$

Let

$$\phi(t_i) = \frac{\partial x(x(t_i), u(t_i), \theta)}{\partial \theta}$$  \hspace{1cm} (6)$$

Eq. (6) can also be written as (note that subscript $t_i$ is dropped for brevity):

$$\phi = \begin{bmatrix} \frac{\partial x_1}{\partial \theta_1} & \cdots & \frac{\partial x_1}{\partial \theta_l} \\ \vdots & \ddots & \vdots \\ \frac{\partial x_m}{\partial \theta_1} & \cdots & \frac{\partial x_m}{\partial \theta_l} \end{bmatrix}$$  \hspace{1cm} (7)$$

Then, the value of $\phi$ can be obtained by the solution of the following ordinary differential equation, with initial conditions $\phi(0) = \{0\} \in \mathbb{R}^{m \times l}$ [15][18]

$$\dot{\phi} = \frac{\partial f(x, u, \theta)}{\partial x} \phi + \frac{\partial f(x, u, \theta)}{\partial \theta}$$  \hspace{1cm} (8)$$

3.3. Trajectory Optimization and Model Predictive Control

A large body of work uses model predictive control for spacecraft operations, e.g. [17][6]. Receding (or moving) horizon controllers function on the principle of only executing the first $n$ of $N$ timesteps of computed trajectory inputs. At every $n$ timesteps, an optimal trajectory is recomputed over a horizon of length $N$. Only $u(1) \ldots u(n)$ of these optimal inputs are actually executed. Since the optimization is computed online in real-time as frequently as every timestep, new information about the model and the environment can be incorporated on-the-fly. Moreover, the online trajectory generation also serves as a controller, making the system robust to error and uncertainty. Guarantees on stability and robustness are possible to provide for model predictive control (MPC), which uses quadratic cost and linear state dynamics, but are difficult to obtain for nonlinear MPC (NMPC).

MPC is particularly suited for online control in the presence of constraints as long as the problem being solved is a quadratic program. Nonlinear dynamics and cost throw out these assumptions–NMPC must be used, which relies, ultimately, on nonlinear programming (NLP) to solve a nonlinear optimization description of the system trajectory.

![Figure 3: The fundamental trajectory optimization problem. A system, here two docked satellites, must obey dynamic constraints and environmental constraints (e.g. avoiding the space station shown here) while moving toward the goal, $\chi_g$ (green dot).](image)

3.4. Cost Function and Optimization Formulation

The cost function combines two contrasting objectives of maximizing the excitation and minimizing the state error toward the goal. The FIM must be interpreted in scalar form to be incorporated in the excitation portion. Multiple ways of converting the information in the FIM to a scalar exist. [4]. Minimizing the trace of the FIM inverse, i.e., $Tr(F^{-1})$, also referred to as the A-optimality criterion, is chosen in this case, equivalent to minimizing the lengths of the axes of the estimate uncertainty ellipsoid.

The second part of the objective function is goal-driven, including tracking error and input with relative weighting matrices, $Q$ and $R$. The adjustable relative weighting term, $\gamma$, automatically begins to assign relative weight to this state-input weighting at a desired rate.

$$J = \int_0^\infty x^T Q x + u^T R u + \gamma Tr(F^{-1}) \ dt$$  \hspace{1cm} (9)$$

Discretizing the above using the discrete version of the FIM, adding constraints, and setting $R$ to 0 for this implementation gives:
Figure 4: Real-time parameter updates allow for better decision-making since a more accurate model is available. The poorly known parameter impedes tracking (left), while online update improves tracking performance (right). The latest information from parameters and the environment can be taken in using this real-time implementation.

Figure 5: Excitation (information gain weighting) allows uncertain parameters to be better understood. The non-exciting trajectory has no need to apply torque so it gains no information about its moment of inertia (left). The addition of excitation allows tracking to the goal, but with additional rotation to understand moment of inertia (right).

\[
\min_{u} J = \sum_{i=0}^{f} \begin{pmatrix} x(t_i) \end{pmatrix}^T Q \begin{pmatrix} x(t_i) \end{pmatrix} + \gamma Tr \left( F(t_i)^{-1} \right)
\]

subject to
\[
\dot{x} = f(x, u, \theta),
\]
\[
u_{\min} \leq u(t_i) \leq u_{\max},
\]
\[
x \in \mathcal{X}_{\text{free}}
\]

(10)

Note that \(f\) is the horizon length. In the implementation discussed here, \(\gamma\) depends on the norm of state error as well as elapsed time through the following relation,

\[
\gamma = e^{-1/\tau t} + ||x||_2
\]

(11)

where \(\tau\) is the time constant for decay. As a result, the emphasis on the FIM weighting decreases exponentially, and is practically zero by the time the goal position is reached to avoid wasteful excitation. Developing a good heuristic for \(\gamma\) is a matter of design choice: potentially useful choices include how much information gain is obtained compared to past values and trajectory-tracking error.

4. IMPLEMENTATION

As a test case, a free-flyer with uncertain mass and principal moments of inertia is considered. In such a situation, the benefits of using the proposed algorithm are two-fold: the information weighting will lead to an improvement in estimation accuracy, while updating these parameters in the NMPC system model should result in more accurate tracking. In order to highlight these aspects, the performance of this method was evaluated through two kinds of tests:

1. Comparison of the estimates when the cost function also weights information, as opposed to exclusively performing goal-tracking (\(\gamma = 0\)).

2. Comparison of tracking performance with and without updating the system model with parameters estimated on-the-fly.

These tests were carried out using a six degree of freedom (DoF) free-flyer model. The optimization problem detailed in Section 3.4 was solved for each horizon using the ACADO toolkit [5]. Since a sequential estimator which could accommodate systems with complex dynamic models just as easily as 6DoF rigid body dynamics is desired, the Unscented Kalman Filter (UKF) [7] is used for mass and principal moments of inertia estimation. As
The state vector for a free-flying rigid body is given in equation (12), consisting of rigid body position $r$, orientation $q$, linear velocity $v$, and angular velocity $\omega$.

$$
\begin{align*}
\mathbf{r} & = \begin{bmatrix} r_x & r_y & r_z \end{bmatrix}^\top \\
\mathbf{q} & = \begin{bmatrix} q_x & q_y & q_z & q_0 \end{bmatrix}^\top \\
\mathbf{v} & = \begin{bmatrix} v_x & v_y & v_z \end{bmatrix}^\top \\
\mathbf{\omega} & = \begin{bmatrix} \omega_x & \omega_y & \omega_z \end{bmatrix}^\top
\end{align*}
$$

(12)

$$
\dot{\mathbf{r}}_{CoM} = \mathbf{v} \quad (13)
$$

$$
\dot{\mathbf{v}}_{CoM} = \frac{\mathbf{F}}{m} \quad (14)
$$

$$
\dot{\mathbf{\omega}} = -I^{-1}\mathbf{\omega} \times \mathbf{\omega} + I^{-1}\tau \quad (15)
$$

$$
\dot{I}_B\mathbf{q} = \frac{1}{2} \dot{\Omega}(\mathbf{q})^T \Omega \mathbf{\omega}_{IB} \quad (16)
$$

$$
(17)
$$

Where $\mathbf{I} \in \mathbb{R}^{3 \times 3}$ is the second moment of inertia with respect to the center of mass, expressed in $\mathcal{F}_B$. Note that the quaternion convention is scalar last and $\mathbf{I}_B\mathbf{q}$ represents the attitude of the body frame with respect to the inertial frame. $^B\mathbf{\omega}_{IB}$ indicates $\mathcal{F}_B$ with respect to $\mathcal{F}_I$, expressed in $\mathcal{F}_B$.

In the simulated robot model, the actual system mass is taken as 9.7 kg, while the principal moments of inertia $I_{xx}$ and $I_{yy}$ are taken as 7 kg·m², and $I_{zz}$ as 10 kg·m². The NMPC loop was run at 1 Hz, with a horizon length of 40 s.

5. RESULTS

Results from the tests detailed in Section 4 are presented here. To demonstrate visually, Figure 7 illustrates the excitation introduced in the trajectory due to the presence of information weighting. This 3DoF example shows the robot moving linearly to the goal point (the origin) if no rotation error is present and no information weighting is used. However, when information weighting for parameters of mass and $I_{zz}$ is used, torques are commanded about the $Z$ axis as the robot progresses toward the goal. With the aid of these rotations, data to estimate the value of $I_{zz}$ can now be gathered.

For the first test objective, Figure 8 shows how the estimates of the principal moments of inertia of a 6DoF system evolve for a case of trajectory tracking without the inclusion of information weighting ($\gamma = 0$). From its initial state, the robot has to perform both rotation and translation motion to reach the goal. Even though some information about the moments of inertia is gained through these maneuvers, the resulting estimate is either less accurate, or is associated with a high level of uncertainty. In contrast, the 'Estimated' case in Figure 9 presents inertia estimates that are more accurate and certain when the cost includes information weighting, for the same start and goal points.

For the second test, i.e., assessment of NMPC performance with parameter updates, the complete 6DoF model of the robot is considered. From an arbitrary position and attitude, the robot is commanded to reach the goal point where the attitude is the identity quaternion, $\mathbf{q} = [0, 0, 0, 1]^\top$ and all other states are zero. Figures 9 and 10 illustrate that precise tracking is obtained when the known parameters are incorporated in the system model on-the-fly. In the case where the NMPC model parameters are not updated, the system does not stabilize at the goal even after 100 s. The simulation was performed on a 16 GB, 8 core Intel i7-4700MQ CPU @ 2.40GHz, running Linux Mint 18.3 using the C++ bindings of the ACADO MATLAB interface. NMPC steps are essentially instantaneous, requiring approximately 85 ms on average for the stated 40 s time horizon.

6. CONCLUSION

In this paper, we introduce a framework for robotic systems to plan an optimal goal-oriented trajectory while si-
Figure 7: Two different trajectories for a system with uncertainty in mass and moment of inertia, $I_{zz}$. On the left, the non-excited trajectory gains no information about $I_{zz}$. However, on the right torques are commanded to aid the parameter estimator when information weighting is added. Note that the motion is 3DoF in this example for clarity.

Figure 8: Evolution of the estimates of the principal moments of inertia of a 6DoF free-flyer when the cost function does not have information weighting, i.e. $\gamma = 0$.

A cost function composed of the trace of the inverse Fisher Information Matrix (FIM) as a measure of information gain and the error of the current state to the goal was formulated. A Nonlinear Model Predictive Controller (NMPC) was used to minimize this cost, obeying system dynamics and actuator constraints. Its real-time nature (85 ms per 40 s time horizon) allows for model updates based on new information from the estimator. Simulation results for 3DoF planar as well as complete 6DoF rigid body dynamics with uncertain inertial parameters were presented. Trajectories with little overshoot from arbitrary initial conditions were shown, particularly in comparison to planning that does not update parameters on-the-fly. In addition, trajectories for another sce-
Figure 9: Values of the inertial parameter (mass and principal moments of inertia) with respect to time, for the updated and non-updated case.

Figure 10: Trajectory tracking, with and without updates for the system used in Figure 9. With poor initial guesses for parameters and no updates, the system does not converge well to its desired attitude and position.

Figure 11: The information weighting term, $\gamma$, is decreased exponentially with time and inversely to distance to the goal state. Many interesting heuristics for $\gamma$ may be created, depending on the desired operation. The plot for test objective 2 is shown here.

Development of experiments using the SPHERES testing platform onboard the International Space Station are under consideration, which would provide 6DoF hardware validation of the approach. In future work, this approach can be extended for systems with more complex models, for instance, control and characterization of docked satellites or manipulator-equipped satellites handling uncer-
tain payloads. In cases where some parameters are known with more certainty than others, the proposed algorithm could be modified to re-plan trajectories by focusing only on the uncertain subset of parameters. Moreover, measures can be implemented to identify divergence of the parameter estimates or to monitor poor trajectory tracking. Developing useful heuristics for shifting the relative weighting term, $\gamma$, is another interesting area of future progress, along with a more thorough analysis of guarantees provided by this control method. Finally, these experiments have not yet demonstrated one of the key advantages of real-time trajectory optimization, obstacle avoidance. Additional useful test scenarios (e.g. with obstacles) would be worth analyzing.
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